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Abstract

Self-supervised learning (SSL) can be used to solve complex visual tasks without
human labels. Self-supervised representations encode useful semantic information
about images, and as a result, they have already been used for tasks such as
unsupervised semantic segmentation. In this paper, we investigate self-supervised
representations for instance segmentation without any manual annotations. We find
that the features of different SSL methods vary in their level of instance-awareness.
In particular, DINO features, which are known to be excellent semantic descriptors,
lack behind MAE features in their sensitivity for separating instances.

1 Introduction

Self-supervised visual representation learning has received significant attention over the past years.
The goal is to learn strong feature representations from unlabeled images, which are transferable to
downstream tasks. Most methods are currently designed for object-centric datasets like ImageNet [42],
yet most downstream applications are scene-centric, containing multiple objects of interest.

We know that such representations can “store” several different concepts even when they appear
simultaneously in an image [37]. It is thus reasonable to assume that they can be used to discover
multiple objects in an image, without supervision. However, is it also possible to locate each concept
spatially in the image? To answer this question, recent work has moved beyond concept discovery
at the image level to pixel-level localization and segmentation of unsupervised concepts [2, 40,

, 46, 54]. Different from fine-tuning models for detection and segmentation tasks, this line of
work exploits self-supervised features directly without using any annotations, for example through
clustering [24, 40, 50] for semantic segmentation.

Instance segmentation, on the other hand, has received less attention. This task is particularly
challenging because it requires recognizing and segmenting each individual object in an image, while
semantic segmentation treats multiple objects of the same category as one. In the unsupervised
setting, instance segmentation relies on acquiring a notion of objectness, spanning diverse scales and
appearances, that is more difficult to achieve than single-object discovery, which amounts to the most
salient region in the image. As a result, prior work on this task mines a small set of pseudo-masks per
image and uses that to bootstrap instance segmentation [51, 53, 54] or object detection [46] models.

In this work, we provide valuable insights with respect to the choice of self-supervised features that
can be used to obtain these mask proposals. We find that the training objective in self-supervised
models influences their ability to distinguish between objects, specifically different instances of the
same semantic category.
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2 Related Work

Self-Supervised Representation Learning (SSL). The goal of SSL is to learn view-invariant
representations from unlabeled data, which are then transferred to downstream tasks via task-specific
finetuning. Following instance discrimination [21, 61], the majority of works focus on contrastive [0,

, 18,27, 30, 33, 36, 47], negative-free [9, 14, 17, 23, 68], and clustering-based [4, 12, 13, 35, 38]
learning. Inspired by advances in NLP, masked image modeling [7, 25, 58, 65, 69] has emerged as
an alternative approach. Meanwhile, the use of Vision Transformers (ViTs) [20, 49] has contributed
significantly to the performance of self-supervised methods. Finally, there is a growing interest in
learning dense [41, 43, 56, 64] or region-based representations [8, 31, 32, 59, 62, 63, 66, 67], since
they may be better suited for dense prediction tasks.

Unsupervised Object Discovery. Unsupervised object discovery aims to localize objects in images
by predicting bounding boxes. Earlier approaches were based on adversarial learning [ 1, 3, 11, 15],
while, more recently, several works [2, 40, , 53, 57] have explored the use of self-supervised
features. In particular, [14] first showed that the self-attention of DINO-ViT could be used for
foreground segmentation. Follow-up works [40, 46, 51, 57] showed that it can also be used for salient
object discovery, which in turn can be used to train unsupervised object detectors [10, 46, 53].

Unsupervised Semantic Segmentation. Recent work in unsupervised semantic segmentation
can be split into two categories: (1) methods that utilize pre-trained self-supervised models for

initialization [19, 50, 51, 60, 70] and (2) methods that directly exploit off-the-shelf self-supervised
representations (e.g., DINO [14]) to obtain and cluster pseudo-masks and train a segmentation
network [24, 40, 51]. These works demonstrate that self-supervised ViT features encode well-

localized semantics, but do not investigate whether these features can discriminate instances of the
same semantic class. We aim to answer this question in Sec. 3, finding a notable difference between
models trained with discriminative (e.g., contrastive) and generative (e.g., autoencoding) objectives.

Unsupervised Instance Segmentation. Unsupervised instance segmentation refers to the task of
discovering and segmenting individual object instances in an image. State-of-the-art methods typically
bootstrap class-agnostic instance segmentation networks using coarse masks extracted from self-
supervised feature extractors. FreeSOLO [54] uses densely-learned features (DenseCL [56]), while
Exemplar-FreeSOLO [34] additionally uses a pool of exemplar images to extract objects. MaskDis-
till [51] and CutLER [53] leverage DINO features; [5 1] follows a single-object discovery technique,
while [53] obtains multiple masks through repeated applications of the NCut algorithm [44].

3 Analysis of Instance-ness in Self-Supervised Vision Transformers

We investigate whether features from self-supervised transformers exhibit a general notion of instance-
ness that can be used to discover and discriminate between object instances rather than semantic
categories. Among SSL methods, DINO features have been frequently used for dense unsupervised
tasks. We note that different pre-training objectives may result in models with different properties
and thus focus our investigation on models trained with a variety of objectives: contrastive (MoCo
v3 [18]), self-distillation (DINO [14], MSN [5]), image reconstruction (MAE [25]), as well as patch-
level (SelfPatch [67]) and dense (DenseCL [56]) pre-training. All models use ViT-B/16 backbones,
except for SelfPatch (only available for ViT-S/16) and DenseCL (ResNet-101 [29]).

First, we examine all models with respect to their ability to encode instances in the learned represen-
tation, without further task-specific finetuning. Similar to prior work [2, 40], to decompose an image
into a set of meaningful regions, we compute an affinity matrix using cosine similarity in feature
space and apply k-way spectral clustering spatially to generate a set of masks. In particular, we extract
features from the keys of the final self-attention block of ViTs. To account for the varying number
of objects in images and to allow for the possibility of segmenting objects at different granularities
(Fig. 1), we apply spectral clustering multiple times for different values of £ € K and accumulate
all masks. Finally, if the resulting masks have non-connected components, we split these off into
separate masks.

It is already known from prior work that this process results in regions that likely correspond to
semantic entities or objects. To understand the degree to which these regions overlap with real objects
in images, we compute the mean average recall of these masks against ground truth mask annotations
in common datasets (MS COCO val2017 [39], PASCAL VOC 2012 [22]) and report our findings
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Figure 1: Varying the value of k. Depending on the number of instances and semantic classes in an
image, different values of k capture scene elements at different levels of granularity. Higher values of
k separate the different instances. This example demonstrates why we use multiple values of k to
generate mask proposals and why it is necessary to filter these using a saliency map.

Table 1: Analysis of SSL methods for instance segmentation. We report the mean average recall (in
%) of feature extractors for different numbers of instances of the same semantic class. For each image
and feature extractor, we apply spectral clustering to the extracted features with K’ = {2, 3,4,5,6}.

W COCO PASCAL VOC
Features 1 2 3 4 5 6+ 1 2 3 4 5 6+

MAE [25] 168 86 63 32 29 11 317 181 93 45 41 22
DINO [14] 21.0 59 33 19 19 06 383 99 47 19 17 07
SelfPatch [67] 174 777 55 28 26 10 328 139 71 43 34 15
MSN [5] 198 57 34 19 18 06 356 101 49 17 13 07
MoCo-v3 [18] 19.1 50 30 16 17 06 373 91 43 16 16 07
DenseCL [56] 133 32 18 09 09 03 243 52 23 10 08 03

in Table 1. We evaluate recall based on the number of instances of the same semantic category that
co-occur in an image, e.g. in an image with two objects of the same class and one object of another
class, we compute and report recall for the two instances and the remaining single instance separately.

Interestingly, we find that MAE is much better at discriminating between multiple object instances
(2+) than other models. This finding may be explained by the fact that the pixel-wise reconstruction
objective encourages the learning of representations of lower semanticity [25]. As a result, it shows a
lower tendency to group objects of the same or similar semantic category together, compared to, e.g.,
DINO. This holds true even against models trained with patch-level and pixel-level discrimination
(e.g., SelfPatch). We demonstrate this also qualitatively in the Appendix (Figure 3), comparing MAE
and DINO masks obtained after spectral clustering while varying k. Especially for higher values of &,
MAE features tend to spatially decompose an image, whereas DINO tends to divide objects further
into semantic parts. The spatial bias in MAE likely explains its superiority at separating instances,
though MAE masks remain of generally lower quality than DINO.

At the same time, our results in Table 1 indicate that DINO and other contrastive methods such as
MSN and MoCo-v3 are superior at locating single objects; this finding matches prior work that uses
DINO features for single-object image segmentation.

4 Self-Training for Instance Segmentation

To evaluate how these findings transfer to the task of unsupervised instance segmentation, we
implement a simple method to generate mask proposals and use these to train a segmentation network,
using the feature extractors considered above. An overview of our approach is shown in Figure 2.

We adopt a two-part approach to generate mask proposals, both parts based on SSL feature extractors.
The first is the generation of pseudo-masks spanning the entire image area. For each of the feature
extractors we follow the procedure outlined previously and apply multi-k-way clustering with K =
{2,3,4,5} (resulting in 14 overlapping masks per image). Since we cluster features spatially over
the entire image area, the resulting clusters (masks) will inevitably also enclose background regions.
As we are interested in instance segmentation (e.g., people, cars) rather than stuff segmentation (e.g.,
grass, sky), we need to eliminate masks that are less likely to correspond to objects.
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Figure 2: Overview of our approach to produce mask proposals. (1) Given an image and a
self-supervised feature extractor, we generate a set of candidate masks by applying spectral clustering
multiple times with different values for k, (2) we obtain a saliency map via spectral clustering with
k = 2 on DINO features, and (3) we select the candidate masks that strongly intersect with the
saliency map as our final mask proposals (followed by non-maximum suppression for deduplication).

Image Data

Table 2: Unsupervised instance segmentation performance (COCO val2017). We evaluate
segmentation models trained with mask proposals from different feature extractors.

Feature Extractor APsy AP;5 AP AR; ARjy ARjp

MAE [25] 121 3.7 52 38 109 183
DINO [14] 11.8 36 50 37 114 18.0
SelfPatch [67] 63 22 28 34 49 4.9
MSN [5] 90 27 39 39 62 6.2

MoCo v3 [18] 72 25 33 34 64 9.6
DenseCL [56] 7.7 25 33 33 173 10.2

Therefore, the second part is saliency-based masking to filter possibly noisy candidates, such as those
corresponding to background regions. Although not all objects in a scene are necessarily salient,
salient image regions are more likely to contain object instances than non-salient ones. Given the
success of DINO features for this task [14, 40, 46, 57] and our findings in Table 1, we apply spectral
clustering with k£ = 2 on DINO features. We select the mask that shares fewer pixels with the image
boundary as the foreground and use it to filter the mask candidates from the first stage such that only
masks for salient objects remain.

Finally, we use the resulting mask proposals (after non-maximum suppression (NMS) for dedupli-
cation) to train an instance segmentation network. We train a SOLOV2 [55] architecture using only
pseudo-masks, following FreeSOLO [54]. For more training details, please refer to Appendix A.2.1.

We train a segmenter for each of the feature extractors using their respective mask proposals. This
allows us to assess their performance in unsupervised instance segmentation and examine whether
our initial observations align with post-training results. We report average precision and recall on MS
COCO val2017 in Table 2. We observe that the model trained with masks from MAE remains the
best-performing one. Interestingly, the DINO-based model significantly narrows the performance
gap after training, whereas other feature extractors perform worse. We hypothesize that this comes
from the fact that DINO masks are generally cleaner and capture object boundaries better, which is
important for learning. This could also explain why the vast majority of the current state of the art
(see Table 3) in unsupervised instance segmentation performs well, despite leveraging DINO features.

5 Conclusion

In this work, we study the properties of SSL methods for the task of instance segmentation. We find
that different learning signals result in features with varying characteristics. DINO learns highly
semantic features and is thus widely used for semantic tasks. We find that image reconstruction, e.g.
MAE, tasks are better suited to discriminate instances of the same class inside an image. This is an
overlooked property that can potentially be used in many instance-specific downstream tasks.
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A Appendix

A.1 Qualitative Analysis of Instance-ness in Self-Supervised Vision Transformers

In Section 3, we have measured the mean average recall of masks produced by clustering features
from different self-supervised networks for a different number of instances of the same semantic
class on MS COCO val2017 and PASCAL VOC 2012. We used this experiment to better understand
the properties of the raw feature extractors, i.e. how they “see” objects, as well as a proxy for final
instance segmentation performance. Our analysis indicates that features generated by MAE lead to
an overall higher recall when multiple instances exist, i.e. features produced by MAE are better at
discriminating multiple instances of the same semantic class, while DINO features are superior at
detecting single instances.

We illustrate this observation further in Fig. 3 with qualitative examples. We show examples from
COCO val2017 and compare the segments produced by MAE and DINO after spectral clustering
while varying k.

Next, we record some qualitative observations from our experience with these methods, which we
hope will be of use to researchers working with them in the future:

» Spectral clustering of MAE features has a tendency to separate instances of the same
semantic class in the same image, whereas DINO features are more likely to produce a
purely semantic grouping (e.g., Fig. 3 (b)). Yet there is ambiguity as to how semantic classes
are “seen” by self-supervised models. An example is shown in Fig. 3 (e), in which all objects
correspond to the same semantic class orange. The image shows a whole orange, a halved
orange, and three individual peeled segments, which represent different states of the orange.
Since these states have distinct appearances, DINO is able to partially discriminate between
these objects, and its behavior comes closer to MAE in resembling “instance awareness” in
this example. This finding aligns with the observation of [37] and is likely true for most
self-supervised models.

* For smaller values of k (especially if k is smaller than the number of objects in the image),
the decomposition remains shallow. Even if & is sufficiently large to capture all objects, a
number of clusters are often used to represent the nuances of the background, and as a result,
different foreground objects group together in the remaining clusters.

* With an increasing number of clusters (over-clustering), MAE features tend to spatially
decompose an image, whereas, with DINO, the level of semantic detail seems to increase,
e.g. objects get subdivided into parts (Fig. 3 (a), (b), (d)).

* Applying spectral clustering to DINO features with £ = 2 produces higher quality saliency
candidates (Fig. 3 (b), (f)), which matches the results of the ablation in Tab. 7.

* Both feature extractors struggle with very small objects, e.g. the dog (Fig. 3 (c)) or the
baseball bat and glove (Fig. 3 (f)). In these examples, small objects become part of larger,
more prominent objects or part of the background.

» Complex scenes without prominent foreground objects, e.g. scenes “seen” from a distance
(Fig. 3 (g)), yield segmentations that do not align with the valid object categories in COCO —
for example, the image is partitioned into trees, buildings, and street.

A.2 Self-Training for Instance Segmentation, Addendum

A.2.1 Datasets and Training Details

MS COCO 2017. The Common Objects in COntext dataset comprises images of “complex
everyday scenes containing common objects in their natural context" [39]. We use the 2017 release
in our method, which consists of train2017, unlabeled2017, and val2017 sets. The training set
contains 118,287 images with 860,001 polygon annotations for 80 semantic classes sourced from
human annotators. The unlabeled image set comprises 123,403 images without any annotations. We
use the train2017 and unlabeled2017 sets for generating mask proposals with our method to
bootstrap an instance segmentation network (no ground truth annotations are used). We then evaluate
it on val2017, which contains 5,000 images with 36,781 polygon annotations, in a class-agnostic
(i.e., classes ignored) setting.
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Table 3: Unsupervised class-agnostic instance segmentation. We report the performance of
state-of-the-art methods on this task on common benchmarks. For FreeSOLO, we report additional
results marked with { based on our reproduction. FreeSOLO and Exemplar-FreeSOLO use DenseCL
features, while MaskDistill and CutLER use DINO. Our setting is most comparable to FreeSOLO.

PASCAL VOC COCO20k COCO (val2017) Uvo
Method APsg AP;s AP APsy AP;s AP APsy AP;s AP APsy AP;s AP

FreeSOLO [54] 08" 02f 23" 102F 357 467 98 29 40 127 30 48
Exemplar-FS [34] - - - - 132 63 84 142 7.3 9.2
MaskDistill [51] 243 69 99 68 21 29 - - - - - -
CutLER [53] - - - 196 100 92 189 97 92 228 80 10.

Ours (MAE) 188 06 46 123 37 53 120 37 52 129 26 47

Training Details. We generate the mask proposals using pre-trained ViT-B/16 vision transformers
(except for SelfPatch, which is only available for ViT-S/16, and DenseCL, which is a ResNet-101
model) and a ViT-B/16 DINO model for saliency estimation. These networks are all pre-trained on
ImageNet [42] without supervision. When extracting features, we do not apply any data augmentation
to the images. We choose K = {2,3,4,5} as the set of values for k to generate candidate masks
and further split non-connected components into separate masks. To obtain the final set of mask
proposals, we first discard masks with an intersection score of less than 0.5 when compared to the
saliency map. Then, we apply NMS with a threshold of 0.8 to remove any duplicates from the masks
that remain.

Unless otherwise specified, we use SOLOV2 [54, 55] as the instance segmentation network, initialized
with self-supervised weights (DenseCL, ResNet-101). We employ copy & paste augmentation as
well as the BoxInst loss [48, 54]. We train the network with a frozen backbone for 60k steps with our
mask proposals as targets. The stochastic gradient descent optimizer is used with a learning rate of
0.00025 and a batch size of 4. We follow the default parameters and loss setup of [54], and perform
only a single round of training (which differs from [54] that employs two rounds with 30k steps each).
The trained network returns a confidence score for each detection/mask, which allows us to set a
threshold and retain the most confident predictions. Training takes 48 hours on an NVIDIA A40
GPU. We will publish code and pre-trained models to fully reproduce our results.

A.2.2 State-Of-The-Art on Unsupervised Instance Segmentation

In Tab. 3, we present the performance of recent works for the task of unsupervised class-agnostic
instance segmentation and provide a comparison to our simple approach (using MAE features to
generate mask proposals).

Apart from COCO val2017 (discussed above), we show results for:

1. PASCAL VOC, a standard benchmark for objection detection with annotations spanning
20 object categories that overlap with the COCO categories. It contains 5,011 images and
15,662 object annotations.

2. COCO20Kk, a subset of the COCO 2014 trainval split, with 19,817 images (143,951 object
annotations) and excludes objects flagged as crowd.

3. The Unidentified Video Objects dataset, which provides a benchmark for “open-world class-
agnostic object segmentation in videos" [52]. It includes dense segmentation annotations of
video frames from human annotators without any class information to evaluate the degree
to which models recognize object categories not seen during training. For evaluation, the
validation set of UVO-Sparse 1.0 is used, which comprises a total of 65,588 temporally
sparse frame annotations for 8,124 frames of 2,708 videos.

As our approach follows the setup of FreeSOLO [54] (architecture, loss formulation, and hyper-
parameters), it permits direct comparison and shows clear improvements across datasets. Exemplar-
FreeSOLO [34], with its addition of a randomly drawn pool of exemplars used in a contrastive
learning loss, shows stronger improvements.
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MaskDistill [51] trains separate models for each dataset, as opposed to all previously mentioned
methods that are solely trained on COCO train2017 and unlabeled2017. Therefore, comparability
is limited.

CutLER [53] trains on ImageNet, exploiting its object-centric prior, as most images contain a single
object in the center of the frame. Due to its strong instance discrimination abilities, CutLER is the
current state-of-the-art method for this task.

A.3 Ablations

We perform various ablations to investigate the effectiveness of our design choices surrounding the
self-training setup. For simplicity, we focus on annotations produced by the best-performing feature
extractor, i.e. MAE features (filtered with saliency maps obtained from DINO features), instead of
considering all feature extractors individually. All models are evaluated after training an instance
segmentation network for 30k steps on COCO val2017.

Choice of k. The set K of values for k£ determines the number of objects that can be discovered but
also the number of spurious masks that might appear. For images with a single object, large values of
k might over-segment objects into parts, whereas for images with multiple objects, too small values
might lead to masks that do not capture individual instances or fail to segment any objects at all.
In Tab. 4, we show that for complex datasets such as COCO, where images contain various numbers
of objects, no single choice of k£ emerges as the best option. Generating masks from multiple values
of k, however, provides an opportunity to deal with this variance as evidenced by the significantly
higher recall.

Generating the Saliency Map. The saliency map, which we use to retain masks that are likely
to correspond to objects in an image while discarding those that are not, is a central piece in our
self-training setup. In Tab. 5, we compare saliency maps generated from MAE and DINO features,
showing that DINO features are far superior.

Non-Connected Component Splitting. Although feature extractors yield mask proposals that
segment individual instances, they may still generate mask candidates with multiple objects in a single
mask, especially for smaller values of &k (Fig. 1). If such masks contain disconnected components,
we assume they are separate objects and thus split them apart. This is particularly helpful as we
apply NMS as part of our mask generation process: If a larger £ does indeed capture these objects
separately, the split components can be deduplicated, effectively eliminating the poor original mask
candidate. In Tab. 6, we show that this splitting of non-connected components in masks is beneficial.

Segmentation Architecture. As the final part of our self-training design, we use an instance
segmentation network, which refines masks and helps to increase the number of objects that are
detected. We observe that the setup of SOLOv2 [55], adapted to unsupervised segmentation [54], is
superior to an off-the-shelf Mask R-CNN for unsupervised instance segmentation, as seen in Tab. 7.

Table 4: Ablation of different values for k. Multi-way clustering (K = {2, 3,4, 5}) performs best.
k AP APs APu APL AR ARs ARm ARL

2 02 00 00 03 05 00 00 23
3 27 07 1.5 88 43 0.1 1.3 16.1
4 37 08 24 123 6.0 0.1 23 217
5
2

37 07 30 114 65 02 33 221
-5 45 14 60 128 165 1.7 191 38.6

Table 5: Ablation of the saliency map. We also compare different self-supervised models (MAE,
DINO) for generating the map. Without the saliency filter (None) performance drops significantly.

Saliency Mask AP50 AP75 AP AR] AR]O AR]oo
None 2.3 02 06 09 3.8 9.4

Ours (MAE [26]) 5.9 1.3 22 22 5.1 7.3
Ours (DINO[14]) 107 29 45 35 9.0 16.5
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Table 6: Ablation of non-connected component splitting (NCCS) during the generation of candidate
masks.

NCCS APsy AP;s AP ARy AR AR

X 72 25 33 34 6.4 9.6
v 10.7 29 45 35 9.0 16.5

Table 7: Ablation of the segmentation architecture. Both networks are trained using MAE mask
proposals.

Architecture APsp AP7;s AP AR; ARy AR

Mask R-CNN[28] 68 1.8 27 22 73 119
SOLOV2[54,55] 107 29 45 35 90 165
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