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Abstract

We study the problem of training a third tower for a new modality given a pre-
trained CLIP model. This extra part of the architecture can be used to incorporate
other modalities in the model pipeline. In our setting, we consider the use of a
model such as BLIP-2, which provides us with a dialogue centered around the
image. We evaluate our model in the setting of image and text retrieval, and
compare it against the regular image and text based one.

1 Introduction

Image-text models have become fundamental in machine learning, giving rise to several state-of-
the-art architectures, such as CLIP, DALL-E and Stable Diffusion, among others [9, 10, 11, 12].
These foundational models can be used in a variety of tasks, usually different than the one they were
trained on. This is because they use the each modality to infer knowledge for the former, therefore
allowing them to operate without having seen data for the specific task at hand. At the same time,
these architectures are also very costly to train. Training is often done on millions of image-text pairs.
As such, using these large foundational models often becomes a task of finetuning them, rather than
training them from scratch. These models can also be used simply for inference, and use them as the
starting point around which a larger pipeline can be constructed.

The motivation behind our work is derived from computer vision and the use of additional views
[7, 16] of the same object in order to obtain more information about its characteristics. This idea was
adapted on contrastive learning by CMC [15], where additional sensory views of the same image
where used in order to enhance contrastive training. In the same way, in the case of image-text pairs
we find an additional view in dialogues generated by generative models. This extra synthetic data will
still be text but of a different nature compared to the captions that were used for the text encoder. We
thus consider auxilliary textual datasets like metadata, dialogues about an image or product details
obtained from a database to be additional modalities.

Within this context, we examine the use of a third tower in these image-text architectures. The
addition of the third tower can be seen in Figure 1. We focus our study on a CLIP model trained
by OpenCLIP [4], which we augment via an additional encoder, resulting in our CLIP-3Modal
architecture. This encoder serves to add additional modalities to the input, in a way that is consistent
with the paradigm of reusing elements from foundation models. In contrast to previous works that
examine the use of a third tower in the architecture [5], we explicitly consider the third tower as
operating on a different modality, aside from the usual image and text ones. In our setting, we
consider the additional modality to be the dialogue of a user with an image-captioning model such as
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(a) CLIP (b) CLIP-3Modal

Figure 1: Our proposed CLIP-3Modal architecture. We propose incorporating a third tower in the
CLIP model, which extends the existing image and text ones. This extra tower can be used during the
evaluation of the model, along with the existing ones.

BLIP-2 [6]. With this, we aim to augment the information from our input data with the outputs of a
foundation model. We evaluate the performance of this addition to the CLIP architecture via retrieval
performance on an image-text retrieval task.

2 Related Work

2.1 Self Supervision and Contrastive Learning

Contrastive learning, as a subset of self supervision, has been a major technique in recent state-of-
the-art machine learning models, such as CLIP [9]. It relies on the use of multiple semantically
related samples, whose representations are then made as similar as possible. These are called positive
samples in this context, and are often derived from the same underlying sample, under different
transformations. Aside from views of the same sample, contrastive methods also make use of negative
samples, which are considered to be semantically different from the original one. These are often
obtained from random samples within the same batch [2] or from a past history of samples from
the model [3]. By using these negative samples, the model is able to improve its representations, by
learning to distinguish between samples which are different to each other. This form of representation
learning has become immensely popular in the context of image-text models, being an integral
element of several state-of-the-art works in this setting [9, 17]. An extension to contrastive learning
that is related to our work is that of [5], which proposes the use of an additional locked third tower,
which contains pretrained image embeddings. While related, this work is different from ours in that
we also augment the samples with an additional modality, which serves as input to the third tower of
the architecture.

2.2 Image Captioning

Image captioning is among the key uses of foundation models that employ both image and text
models. In recent years, two models have been prominent in the context of image captioning. The
first is Flamingo [1], a model which operates by interleaving image and text tokens. This allows the
model to perform captioning with a guided prompt, by combining the image tokens with those of
the prompt into a single sequence. The second one is BLIP-2 [6], which uses an extra transformer
module (called a querying transformer) to combine the image and text modalities of the underlying
models, enabling image captioning by passing information from the visual module to the language
model. This follows the paradigm of foundation models, in that parts of the large pretrained models
can be used as modules in architectures for a variety of tasks, with only a small part added to enable
interaction between the two. In what follows, we shall use BLIP-2 to generate our additional modality
for training.

3 Method

3.1 Using BLIP-2 for Captions

To incorporate the third tower into our architecture, we need to include a third modality in our input
data. To do this, we use BLIP-2 [6] to expand an image text dataset with an additional modality. We
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Figure 2: Use of BLIP-2 model. The questions with which the model is prompted provide a base
form of dialogue for use as our third modality.

choose CC3M [14] as the dataset that we enrich with BLIP-2 generated captions. For each image, we
provide it as input to the BLIP-2 model. We then provide the following two questions, in sequence,
as our prompt: (a) “What do you see in this image?” and (b) “What makes this image unique?”. This
can also be seen in Figure 2. This pair of questions provides a basic form of dialogue between the
model and a user. Moreover, when providing the second question to the captioning model, we also
give it the response to the first question as input. This allows for the response to the second question
to be contextualized by the model by its own response to the first one.

We note here that the model that generates the third modality does not take the text from the image-text
pairs as input. This means that, despite the third modality being provided to the training process in
text format, the actual content is not directly dependent on the existing caption of the image. This
allows the BLIP-2 model to provide new information about this particular sample.

3.2 Training the Third Tower

We now aim to train a CLIP architecture that incorporates a third tower in its construction, using
BLIP-2 captions as input. To do this, we start from a pretrained CLIP model provided by OpenCLIP.
The image and text towers from this model become the image and text towers for our architecture as
well. To construct the third tower of our architecture, we start by making a copy of the pretrained
text tower. We then freeze the original image and text towers, and train only the third tower on our
extended CC3M dataset. Our loss function is similar to the one used in regular CLIP training:

L = − a

N

N∑
i=1

log
exp(I(xi)

TG(zi)/τ)∑N
j=1 exp(I(xj)TG(zi)/τ)

− (1− a)

N

N∑
i=1

log
exp(T (yi)

TG(zi)/τ)∑N
j=1 exp(T (yj)

TG(zi)/τ)
, a ∈ [0, 1]

(1)

where (xi, yi, zi) is one of our samples and I, T,G are our image, text, and generated dialogue towers
respectively. In the above, a is a blending hyperparameter between the two losses. Intuitively, we
want a to be high enough to encourage proper behavior of the generated caption representations with
respect to the corresponding image representation. At the same time, we don’t want too high value of
a, since this will just lead to simply replacing the pretrained text encoder with the third tower. Careful
assignment of parameter a can lead to the third tower taking into account both original modalities.

4 Experimental Results

4.1 Evaluation Method

For the evaluation of CLIP-3Modal we focused on zero-shot retrieval tasks between image and text
due to CLIP. We used the ViT-B-32 architecture of CLIP provided by OpenCLIP as the baseline for
the evaluation. This is the same model used as the foundation of CLIP-3Modal. The aforementioned
pretrained model was trained on 32 billion samples of the LAION-2B dataset [13]. This provides
us with a good initial point for our third encoder. For the weighting hyperparameter a in our loss
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Image Zero-Shot Retrieval Text Zero-Shot Retrieval
R@1 R@5 R@10 R@1 R@5 R@10

OpenCLIP 39.7% 65.4% 75.6% 56.3% 79.8% 87.1%
CLIP-3Modal 40.2% 65.9% 75.9% 57.0% 80.6% 87.5%

Table 1: CLIP-3Modal improves recall on every zero-shot retrieval task. Both models are using
ViT-B-32 architecture and have been pretrained (their image and text encoders) on 32 billion samples
from LAION-2B dataset. Evaluation is done on MSCOCO. We see that our model outperforms the
baseline OpenCLIP one.

Image Zero-Shot Retrieval Text Zero-Shot Retrieval
R@1 R@5 R@10 R@1 R@5 R@10

Baseline (β = 1) 39.7% 65.4% 75.6% 56.3% 79.8% 87.1%
β = 0.95 39.9% 65.7% 75.8% 57.1% 80.4% 87.3%
β = 0.90 40.2% 65.9% 75.9% 57.0% 80.6% 87.5%
β = 0.80 40.0% 65.6% 75.8% 56.3% 79.6% 86.2%
β = 0.60 38.7% 63.8% 73.8% 53.7% 75.6% 84.8%

Table 2: High values of the blending parameter improve performance, while smaller drop
the evaluation scores lower than the baseline. In this figure β denotes the blending weight
hyperparameter. Smaller weight on the generated captions encoder benefits the fused embeddings by
preserving their initial information and enhancing them with different aspects of the input. The best
results were occurred for β = 0.9.

function, we use a = 0.65. We observed that overall our model performs the best when the weight of
the loss between image and generated captions is higher than 0.5.

After training our model, we fuse the output embeddings of the text and the generated captions
encoders, to obtain a final embedding for the text. For the fusion of the outputs we take a weighted
sum of the embeddings provided by the text and the generated captions towers:

Xensemble = β · T + (1− β) ·G, β ∈ [0, 1] (2)

where T and G are the output embeddings of the original text and the generated captions tower. By
weighting the two outputs appropriately, the third tower will incorporate additional information that
enhances the predictions learned by the original model. In this case, we use a blending parameter of
β = 0.9. The insight for this high value of β is that we want the embeddings from the third tower to
influence the output, but we still want the changes to be small so as to not lose their initial valuable
information. An ablation study on the blending parameter is presented in Table 2.

4.2 Results

We trained our third tower as described above, using a ViT-B-32 based CLIP pretrained on LAION-2B
(provided by OpenCLIP) as our foundation. For our training, we used batch size 1024, learning rate
10−5, weight decay 0.1 and trained our model for 2 epochs on our custom dataset. The training of
the third tower takes approximately 1 hour per epoch on a single GPU, which is significantly less
than the training time of the foundation model. We based our evaluation on Microsoft COCO [8] by
studying the zero-shot retrieval performance on this specific dataset, using the same evaluation metric
provided by OpenCLIP. We managed to outperform the OpenCLIP’s model in both image and text
zero-shot retrieval, with a margin of 0.3% to 0.8%. More details are presented in Table 1.

5 Conclusion

We can see here that the use of an extra modality is a viable way to improve upon an image and text
model. The additional tower which expands the architecture of the model is a way to incorporate
additional modalities into the training process, which can be used to extend existing image-text
models. In the future, we aim to further analyze the use of a third tower in CLIP style models, as well
as examine alternative choices for the third modality.
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